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MuOBoAoyia

* Exoupue avadopec amno tn puboloyia nov ¢paivetal va deiyvouv tnv
emBupia Tou avOpwmou yLot VONUOVEC INXOVEC

* O TaAo¢ Bewpeltal TO MPWTO POUTIOT TTOU KATAOKEUAOTNKE TIOTE I
dnuoupynbnke amo tn aviacia Twv avepwnwv




lotopla

* O UNXAVLIOUOC TwV AVTIKUBNPWYV, YVWOTOC Kol WC aloTPOAABOC TwV
AvTIKUBNpwV

* AVOAOYLKOC, LNXAVLKOC UTTOAOYLOTNC KOLL OPYQAVO O.OTPOVOULKWV
OPATNPNCEWV




Auvtoporta

* Mnxavecg pe dSuvatotnta Kivnong

* Kataokevalovtav amo tTnv apyootnta pe tn fonbeia tov atpou Ko
VOPAUALKNC TtieoNC

* Kat apyotepa pe tn BonBela eAatnpiwv




https://www.youtube.com/watch?v=_sBBaNYex3E BOSton DynamiCS
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Amazon Alexa

e A virtual assistant Al,
* Voice interaction

* music playback

* making to-do lists

* setting alarms

e streaming podcasts

* playing audiobooks

* providing weather, traffic, sports, and other real-time information, such as news.

* Alexa can also control several smart devices using itself as a home automation system.

* Users are able to extend the Alexa capabilities by installing "skills" (additional functionality
developed by third-party vendors, in other settings more commonly called apps such as weather
programs and audio features).


https://en.wikipedia.org/wiki/Virtual_assistant
https://en.wikipedia.org/wiki/AI
https://en.wikipedia.org/wiki/Alarm_clock
https://en.wikipedia.org/wiki/News
https://en.wikipedia.org/wiki/Smart_device
https://en.wikipedia.org/wiki/Home_automation
https://en.wikipedia.org/wiki/Mobile_app

Autovopua oxnuata (self driving cars)

* Self-driving car, autonomous vehicle (AV), connected and
autonomous vehicle (CAV), driverless car, robo-car, robotic car

* Exouv tn duvatotnta va « LETPAVE» TOV TIEPLBAAAOVTA XWPO KaL va
KLvouvTol LE aiopaAEL XWpic avBpwrivn tapepfaon.

e Xpnotporotouv toAAoUC aloBntnpec ya v CUAAEEOUV oTOLXEL ATTO
TO TtEpLBAAAOV Kall va TOL EMEEEPYAOTOVUV OE TTPAYHOTLKO XPOVO:

* radar, lidar, sonar, GPS, odometry kot cuotApOTo LETPNONG AOPAVELOLC
(EMLITAXUVOLOMETPA KOL YUPOOKOTILAL).

e JuoTNHATA EAEYXOUV XpNOLUOTIOLOUV TIC TAnpodopiec kot kaBopilouv
TpOMouc mAonynonc / avtidpaonc kabBwc Ko Ta epmodia Kot o8LIkA oripavon.



I Under the bonnet

How a self-driving car works

Signals from GPS (global positioning system) Lidar (light detection and ranging)
satellites are combined with readings from sensors bounce pulses of light off the
tachometers, altimeters Q surroundings. These are analysed to
and gyroscopes to provide identify lane markings and the

more accurate positioning s—————— edges of roads

than is possible with

GPS alone

Radar
SEnsor

be used to measure the
position of objects very
close to the vehicle,
such as curbs and other
vehicles when parking

Source: The Ecomopmist

Video cameras detect traffic lights,
read road signs, keep track of the
position of other vehicles and look
out for pedestrians and obstacles
on the road

accelerator and brakes. Its R, — - "‘r

software must understand Radar sensors monitor the position of other
the rules of the road, both vehicles nearby. Such sensors are already used
formal and informal in adaptive cruise-control systems



Nonuoouvn

e TLElval ;;;;

® To cUVOAO TWV YVWOTIKWVY LKAVOTHTWY Tou avBpwrou, SnAadn n avtiAnyn,
N UVAUN, 0 CUVELPUOC, N davtacia, N mpoooxn Kat n dtavonaon, Ko
ELOLKOTEPQ N LKOVOTNTA TIPOCOPROYIC OE VEEC KATAOTACELG KL N LKAVOTNTA
va avTtiAapBavetal opolotntes, SLadbopEC Kol OXECELG

JUudwva YE ToV KoTaokeuaoth!,

To pournot Sophia dtaBetet:

(ota ayyAka Aoyw opoAoyioag)

1. Artificial intelligence

2. Visual data processing and facial recognition

3. Imitates human gestures and facial expressions

4. Is able to answer certain questions and to make simple
conversations on predefined topics (e.g. on the weather).

5. Uses voice recognition (speech-to-text) technology

6. is designed to get smarter over time

7. speech-synthesis ability also allows her to sing

8. The Al program analyses conversations and extracts data that
allows it to improve responses in the future.



Mnyaviopot th¢ Nonpoouvng

Mo teploootepo armo 2500 xpovia, dhocodol (AplototéAng, HpdakAettog, Descartes ...), mpoondaBnoav
va Tteplypadouv Tov pnNXovIopo

1.

2
3
4.
5

NG Habnong

NG ATTOUVNUOVEUONG
TNG 0paong

NS avtiAnyng kot

TOU GUAAOYLOUOU

Ta epevvntka tedia tng Texvntic Nonupoouvng oxetilovtol o€ aUTEC TIC HEELOTNTEC KAl OTNV
avtiAnyn kat tTnv CUAAOYLOTLKN).

Noapadelypata cvotnuatwy TexvntnAc Nonpoouvng eival T.Y. To NAEKTPOVLKO OKAKL NAEKTPOVLKA
riavidla, Stayvwon acOevelwy e UTIOAOYLOTH.

Epeuvnteg amo AAAEG ETLOTNHOVLKEC TIEPLOXEC KaTtadeUyouv atnv Texvnt Nonpoouvn yla va Bpouv
EPYOAELQ KOl VO QUTOMOTOTIOL) 00UV TA AOYLKA BripaTa Ttou XpnoLpomoloUV ot pouTiva Touc.



Texvntr) vonuoouvn

* Barr kat Feigenbaum: «Texvnty Nonuoouvn €ival o TOUEQC TNC
ETILOTNALNG, TTOU aoXoAeital pe tn oxediaon evpuvwv (vonuovwv)
UTTOAOYLOTLKWYV cuoTnUatwy, SNAadr) cuoTNUATWY TTOU EMLOEIKVUOUV
XOLPOKTNPLOTIKA TTIOU oXETL(OVTAL LE TN VONOoUVN 0TNV avBpwrvn
ouumnepldopa»

Aev gival o povadilkoc opLopog

‘Evac armo toug eykKUKAoTaitdLkoU ¢ opLoLOUC YLaL TNV TEXVNTA vonuoouvn
EPUNVEVETAL WCE N LKAVOTNTO TNE LNXOVAC VO UITOPEL vaL LUELTOL TV avBpwTILVN
ouunepLdopa KoL TNV evduia.

https://doi.org/10.1016/C2013-0-07690-6



o 2NMOVTLKO VA TO YVWPLIETE

Euopula

* Euduia Bewpeital n dSuvatotnta Tou eyKEPAAOU VoL OKEPTETAL, VAL
EKAOYLKEVEL, va avTIAapPaveTal abnpnUEVEC EVVOLEC, va AUVEL
npoBAnuata Kot vor pabaivel kat Kuplwc vor KATtovoet Kat va TipoBAETEL.

* JTOV avBpwrilvo eykeEPaio n evduia paivetal va MPOKUTITEL WG
QTMOTEAECHA TNC CLUVOETNC SLaocVVOECNC TWV VEUPWVWV Kol WC Eva Pabuo
daivetal emiong va cuvOEETOL KalL LE TN CUVELONON.

* H euduia ekteivel ToV KOOUO TTOU AVTIAQUPOVOUOOTE TTEPAV TWV
aLoBNoEwWV paC Kol HOC KAVEL KoL AELTOUPYOUUE ETILITUXWC OE QUTOV.

Amnto Wikipedia



Aokipaota Turing i

* O Alan Turing, to 1950 sumnvevotnke pia dokpooia (dokipaoia Turing
—2Turing test)

* Baoiletal o€ pilo oelpa Ao EpWTNOELC TTOU UTTOPBAAEL Evac AvOpwTtoc
— e€ETAOTNC TOWUTOXPOVA OE Evav AvOpwTToO KoL O€ pilol pnxavr), XweLg
VoL YWWPLEEL EK TWV TIPOTEPWV OV ATteVBUVETAL.

* Av 0 eetaotnC eV KatadEPEL va EEXwPLOEL ToV avOpwTto Ao Th
Lnxown, TOTE N UNXovn mETUXaivel tn Soklpaoia kol Bewpeitol
gudung.

* MMapotLn anore)\souaukornta NG 50|<Lua0taq Turing e&apratat amno

noMouq MOPAYOVTEC, Bewpeltal HEXPL CAUEPA EVA KAAO uerpo
ouykpLonc tnc Puokne (BroAoyikng) pe tnv Texvntn Nonpoouvn

ZNHOVTLKO VOL TO YVWPLIETE



Mpooeyyioelc otnv Texvnt Nonuoouvn

Eld0¢ TEXVNTAC VOnUoouvng Arlepyaoiec

loxupn TEXVNTA Vonuoouvn
(Strong Al, General Al)

AoOevi¢ TEXVNTA vonuoouvn

(Weak Al, narrow Al)

OtL kot 0 avBpwrog
aBpoloTika

MeploplopéEvo aplBuo
SlEpYOCLWV TTOU UTTOPEL val
EKTEAEOEL O AVOpwWTOC

ZuoTHHOTA TTOU ZUCTHHATA TTOU OKEPTOVTA
OKEQPTOVTAI OTTWG O opBoAoyikd
avepwirog

«H auTtopaToTtroinan Asitoupyiwyv Tou
OxeTICovTal JE TNV avOpwWTTIVN OKEWN, OTTWG
n Afwn atmro@doewv, n €TTiAucn
TPoBANUdTWY, N yéddnon...»

«H PEAETN VONTIKWY IKAVOTATWY HE TNV XPrion
UTTOAOYIOTIKWV HOVTEAWV»

ZuoTAMATA TTOU Spouv ZuoTAHATA TTOU Spouv opBoAoyikd
OTTWG 0 AvOpwITOg

«H peAéTn TNG oxediaong eupuwv
«H Téxvn TNG dnuIoupyiag pnxavwy Tou TIPAKTOPWV»
KAvouv AeIroupyieg, o1 0TToiEg, OTaV
TTPAYUATOTTOIOUVTAI OTTO avOPWTTOUG,
ATTAITOUV vonuoouvn»




Texvntn vonuoouvn =2 Habnon unyavwy

ARTIFICIAL INTELLIGENCE

A program that can sense, reason,
act, and adapt

MACHINE LEARNING

Algorithms whose performance improve
as they are exposed to more data over time

DEEP
LEARNING

Subset of machine learning in
which multilayered neural
networks learn from
vast amounts of data




Neupwvika OlkTua Kat..........
BloAoykol veupwveg (ypadnua) 2UVaPeLg
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https://en.wikipedia.org/wiki/Neuron



veereneeeeees  TEXVNTA VEUPWVLKA OLKTUO

TexvnTtol VEUPWVEC

—

'E€0d0C

- _J|
Mn ypapuIikni
ouvapTnon

OL AeLTOUPYLEC TTOU TIpAYHATOTIOLOUVTOL O KAOE
VEUPWVO lval ol akOAouBeg (Le oepa
EKTEAEONC)

1. O kaBe veupwvac moAAarAacLlalel KaBe
eloodo Tou e To avtiotoyo BAapoc

2. Ta ywopeva Twv EL000wv Ue ta Bdpn
npootibevtal ( ano tov abpoioth )

3. To aBpotlopa Twv YIVOUEVWVY PLATPAPETOL
(6ideTal oav €l0060¢) Ao pLa KN YPOULULKA
ouvaptnon Kat to anoteAeopa eival n €€060¢
TOU VEUPWVA.

H yvwon/pvnpn amobnkevetat ota fapn Twv cuvapewy



ALKTUO VEUPWVWV O€ ELBLOUC OpYAVIOUOUC

https://www.bioalternatives.com/en/catalogue/hippocam https://www.sciencephoto.com/media/796913/view/cor
pal-neuron-network-glutamate-intoxicated/ tical-neurons-sem




Aiktuo Texvntwv Nevpwvwv
[ Texvnto Nevupwviko Aiktuo (TNA)]

Turukn dopn evoc MOAUVGTPWHATLKOU SLKTUOU

> . He popa npog ta eunpoc (feed forward).
. ExeL
Eicooot . Edooot ‘Eva otpwpa L068ou

‘Eva otpwpa e€660u Kal

Evdldpeoa éva kpudo oTpwia

OMoL oL VEUPWVEC EVOC OTPWHLOTOC
oUVOEOVTOL LE TOUG VEUPWVEC TOU OUECWC
ETOLEVOU OTPWHATOC

XTPOUO ELIGOO0V
Kpvpo otpopa

Elvail Suvatov va €XeL €va 1) TTEPLOOOTEPQ
KpudA OTpWHOTAL.

Multilayer feedforward Artificial Neural Network



Kat twc poBaiver ?!17?

XPNOLLLOTIOLETOL EVOLC
aAyoplOpocg
ekmoidbevong

I

_>

’ —>() N\ ¥
Eicodot . \/Z{?;“\X . Eodot
_) /A\‘// Trpodpa ££080v
2TPOUO E16000V \

Kpvpo6 otpopa

[.x.

O aAyoplOuocg

OTILO OSﬁOMLKIﬁC dtadoong
Tou odpaApatoc (back
propagation of the error)

MpoakTka av n €€06o¢ Tou
TNA eilval kovtd otnv
TPOYUATLK £6080 TOTE Ta
Bapn oowv veupwvwyv
OUVELODEPOUV TIPOC AUTA
tnv £€o60 emPBpaBevovral
o€ SLapOoPETIKN TEPUTTWON
«TLLWPOUVTOLY

Exdopni Hpayporudi
"Efodoc —>( )| ‘Etodoc
/ T
n ! Tipapa
LAPOPES E&doon
e
Y RolovicLOg Kpogd

ALpopov e

Tipapa
RBac TiC £E16MDGELS \

Y TOXOYIGLOS
ALPOPOY UL

Boon g sEGMoELS \g'zqm




ErupAenopeva & pn eruPAenopeva TNA

EruBAenopeva

Kata tn Stadikaoio eknaidevonc
elval amopaitnto va yvwpilouvpe
NV £€060 MOV OTOLTOVUUE ATIO TO
TNA vo rapaget

H mAsloPpnodia twv dStadpopeTikwyv
apyltektovikwv TNA eivaul
eTBAEMOMEVEC

Mn emuBAenopeva

Kata tn dtadikaoia eknaibevong dev
yvwpilovpe tnv €€odo

To TNA opyovwvVvel oo HOVo Tou
OUAOEC pLe opoeldn dedopeva
(etc660uC)

AN\ peta to BaBuovopoupe
(opiCoupe kaBe opada os mola
KOTnyopLla avnkel)



BETHESDA_VALUE

Napadeypa pun emiBAenopevouv TNA
2€ TaéLlvopnon KUTTapOAOYLKWV
aAAOLWOEWV

Self Organizing Map (SOM)

SOM pe ypopatik)
K®OIKOIIOINOT], COPP®OVA PE TO
AOTEAEOPA TG KOTTAPOAOYIKI)G
eCETAONG Kat pe vroPabpo (+ 1) -)
) Pabpovopnon tov KopPwv,
OLPPOVA 1€ TNV IOTOAOYKI)
owayvwor): 2CIN2 (+), <CIN1 (-)

MTAE XpWUAX VL0 TX TIEPLOTATIKA IOV EIVOL KUTTAPOAOYLKWG
APV TIKA, TTPACLVO YL TIG XUUNAOBaOEG AAAOLWOELS
(LGSIL) kat kitptvo, TopToKaAl yio Tig vPmAoLabpeg

aAAowwoelg (ASC-H, HGSIL)

Kupehoelbng
Sdiataén
VEUPWVWV




TLewal ta Texvnta Neupwvika Altktua

* Tao TNA eivo Siktua aro amAouc UTToAoYLoTIKOUC KOpPouC (texvntouc
VEUPWVEC), StaouvdedepevouC LETAEY TOUC.

e EpumvevopEVA IO TO KEVTIPLKO VEUPLKO CUOTNHO, TO OTOLO
npoornoBouv va TPoocouUoLlwooUV AAQ G€ TTOAU TTLO ATTAOTIOLNEV

Hopon

ZNHOVTLKO VoL TO YVWPLIETE



[ToAumthokotnta TNA

enane

DA | Hll] Deuroscience Scholars Program  qrmmwmare Intel packs 8 million digital neurons
, 4 - Diversity. Community. Careers.

T onto its brain-like computer

Using 64 Loihi processors, the company takes a notable step toward a
Advanced Search
digital brain.

JNeurosci  momsmms

THE JOURNAL OF NEUROSCIENCE ! Surdhdl Submit a Manuscript
s To YEARS
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Isotropic Fractionator: A Simple, Rapid Method for the Quantification of Total Cell
and Neuron Numbers in the Brain

Suzana Herculano-Houzel and Roberto Lent
Journal of Neuroscience 9 March 2005, 25 (10) 2518-2521; DOI: hitps://doi.orgi10.1523/JNEUROSCI1.4526-04.2005

Article Figures & Data Info & Metrics elLetters B PDF .
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Abstract

Journal of Neuroscience

Vol. 25, lssue 10
9 Mar 2005

Stereological techniques that estimate cell numbers must be restricted to well defined structures of Table of Contents
isotropic architecture and therefore do not apply to the whole brain or to large neural regions. We
developed a novel, fast, and inexpensive method to quantify total numbers of neuronal and non-

neuronal cells in the brain or any dissectable regions thereof. It consists of transforming highly

About the Cover

Index by author

anisotropic brain structures into homogeneous, isotropic suspensions of cell nuclei, which can be

ranntad and identifiad immunncutarhamicaliv ac natrnnal Ar nan_nanrnnal Ectimatac nf tntal rall

Intel fits 16 neuromorphic Loihi chips on its Nahuku board. It uses 64 of the research chips to make its
8-million neuron Pohoiki Beach computer.

Intel

https://www.jneurosci.org/content/25/10/2518



https://www.jneurosci.org/content/25/10/2518

AplototeAnc (335 m.X.): «Amo oAa ta {wa 0 AvBPWTOG £XEL TOV LEYAAUTEPO
eykKePaAo og avaloyla e To peyeboOC Toun

YTrePUTTOAOYIOCTAG NMpoowtrikOg AvOpwtTivog
Y1roAoyIioThGg Evképalog
YtroAoyioTikéG Movadeg | 104 CPUs 4 CPUs 1011 veupwveg
1012 TpavdlioTop 109 TpavdioTop
Movadeg pviung 1014 bits RAM 1011 bits RAM 1011 veupwveg
1015 bits diokog 1013 bits diokog 1014 guvayelg
KUkAog poAoyiou 10-9secs 10-9secs 10-3secs
EvToAég/sec 1015 [1 terpaig ekatopdpia FLOPS] 1010 1017

“It is odds on that a machine - or organ - with sluggishly functioning components and a parallel mode of operation would be able to thrash a
computer with
high speed components but a sequential mode of operation”

J. Copeland, Artificial Intelligence. Oxford: Blackwell Publishers, 1993.

https://human-memory.net/brain-neurons-synapses/



H pon (BRpata) yia tn ONULoupyLol EVOC GUOTHOTOC
HE KATTIOLOL LKAVOTNTA Vonpoouvnc (ta&vopuntnc)




[po-enetepyaoia

A@aipeon TwWvV OEDOPEVWYV TTOU OEV Eival OAOKANpWHEVA
TutroTroinoN 0EOOPEVWYV

KavoVvIKOTToinon Tou¢ waTe OAA TA XOPOAKTNPICTIKA VA
OewpouvTal TTWC €ival Ic0dUVANa KATA TNV Tacivounon

XWPIOUOG OTO OUVOAO EKTTAIOEUONG KOl EAEYXOU
(evOEXOMEVWC KOl OE TPIO MEPN)



Ertthoyn kataAAnAou taévountn (TNA)

Eival cuvaptnon Tou TTPoAAMATOC TTOU ATTAITEITAI VA ETTIAUDEI

M.X. TNA TOoU TUTTOU OTTICB0OPOMIKAC dIGdOONC TOU
OQ@AAUATOC €ival I0AVIKA YIA TNV TTIPOCEYYION CUVEXWV
OuUVapPTNOEWV

dikTua Tou TUTTOU LVQ (Learning Vector Quantization) €ivai
TTPOTIMOTEPA YIA TNV ETTIAUCH TTPORBANUATWYV
clustering/ouadoTroinong

Eivai duvatdv va atraitnBei kal veéa TTpo-£TTECEPYATia KUPIWS 0TO OTADIO TV KAVOVIKOTIOINONG, TT.X. O OTA
VEUPWVIKA OikTUO OTTIO00POMIKAG dIAd0CNG TOU OQAAUATOC N MEYIOTN KAl EAAXIOTN TIMA TWV OEO0OUEVWV
eCcapTaral atro TNV €MAEYUEVN OIYMOEIDN ouvapTnon.



Eknaidevon kot AéLoAdynon

To eréuevo BAua gival n ekraideuon e Tn Bornbeia Tou
OUVOAOU eKTTAIOEUONC KAl OTN OUVEXEIQ N acloAoynon PE TN
BonBeia Tou cuVOAOU OOKIMWV.




Avvopukn dtadkaoia

2.€ TTEPITITWON TTOU OEV ETTITUYXAVOVTAI IKAVOTTOINTIKA ATTOTEAEOUATA €ival OUVATOV
Va ETTAVOANPOEI N TTPOTTAPACKEUN ME TAUTOXPOVN AAAAYT TWV TTAPAMETPWY TOU
TNA | akopa kai ye aAAayr) Tou povréAou TNA.

META aTTO TIC ATTAPAITATEG ETTAVAANWEIC JEXPI VA ETTITEUXOOUV IKAVOTTOINTIKA
atmroTeEAECUATA KAl TO TEAIKO ouvTovIoUO Tou TNA, To eEu@QuUEC ouoTnua AqYng
ATTOPACNG £XEI TTAEOV EKTTAIOEUTEI KAI UTTOPEI VA XpNOIUOoTIoINGEi o€ pia
TTapaywyIkn AsiIToupyia




AeilkTeC amodoonc

Aeiktng Ané5oong Nepwpadii

AANBwWG OTiko (TP) Kaplia, eivat o aplBpog twv
TEPLOTATIKWY

AANOw¢ ApvnTiko (TN) Kapla, eivot o aplOpog twv
TIEPLOTATIKWY

Weudwg Oetiko (FP) Kapula, eivat o aplBuog twv
TEPLOTATIKWY

Weudwg Apvntiko (FN) Kauia, elvat o aptBuog twyv
TIEPLOTATIKWY
EvawsOnoia rj Mocooté AAnBwg ' atoBnoto = TP/P =
N Wy UIFK) e
‘ElﬁlKétnta n 110000to AAnBwg ' Sikotnto = TN/N =
Apvntikwv (TNR) N/(TN+FP)

OETUI vopmy e PPV = TP/(TP+FP)

Apvntikn NMpoyvwoTtiki Aia NPV = TN/(TN+FN)
(NPV)

R AT UG plere e g ol (25 o) FPR = FP/N = FP/(TN+FP) = 1-

fall~out n Nocooto false alarm ™ JATITidg R MBI N[

Weudwg Apvntiko NMocooto

(FNR) EvaloBbnoia = 1-TPR

FNR = FN/P = FN/(TP+FN) = 1-

To meplotatiko Bewpeital wg TP edv avayvwpiletal wg OeTiko amod tnv edpappolopevn LEBoSo Kat ival mpaypaTL OTIKO

To nmeplotatiko Bswpeital wg TN edv avayvwpiletal wg ApvnTiko omd tnv edpappolopevn pEBodo kat ival mpdypatt ApvnTLiko

To meplotatiko Bewpeitatl wg FP edv avayvwplletal wg OsTiko amno tnyv epappolopevn nEBodo kal eivat mpadypott ApvnTiko
To meplotatiko Bswpeital we FN v avayvwpilletal wg ApvnTiko amo tnv epoppolopevn pébodo kot ival mpaypatt OsTiko
METPAEL TO TOGOOTO TWV OETIKWY IOV ELVOL CWOTA OVAYVWPLOUEVO WG OETLKA

METPAEL TO TOCOOTO TWV APVNTIKWY TTOU EIVAL CWOTA aVayVWPLOUEVA WG ApVNTLKA

To M0C00TO TWV OETIKWY ATIOTEAECUATWY TTIOU Elval TPAYHATL OETIKA

To moo0ooTo TwV ApvNTIKWY ATTOTEAECUATWY TIOU €LvalL TipAYHATL ApVNTLKA

H avaloyia petagt Tou aptBpol Twv apvnNTIKWY EUPNUATWY TIou £xouv AavBacopéva katnyoplonotnBsi wg Oetikd (Weudwe OeTIka) Kot
TOU OALKOU aplOpoy TwV MPaYUOTIKWY ApVNTIKWY EUPNUATWY. H mBavotnta tng AavOaopévng eKTiHnong KLag MEPLMTTWONG W OETLKA.
Elval to amotéAeopa tov Seiyvel OTL pia SeSOUEVN KOTAOTAON UTTAPXEL, EVW OTNV MPOYHOTIKOTNTA SEV UTIAP)XEL.

H avaloyia petatt tou aplOpol Twyv OTKWY EUpNUATWY TTou £xouv AavBaopéva katnyoplomotnOsi we Apvntikd (Weudwg ApvnTika) Kot
TOU OALKOU 0pLBPOU TWV TIPAYUOTIKWY OETIKWVY EUpNUATWY. H uBavotnta tng AavOaopuévng EKTINONG KLOG TIEPLITTWONG WG ApVNTLKN).

uvoAwkn AkpiBela  AkpipeLa A = (TP+ +TN+FP+ £€Tpnon mou uodNAWVEL TO TTOCOOTO eMmLTUXLAC pLag peBodou.
SuvoAwn Akpip Axpip ) (TP+TN)/(TP+TN+FP+FN) M SN\ 866

(OA) (TP+TN)/(P+N)

L —




Metovektnuoata twv TNA

* Yriepekmaidevon: To ouotnua Ogv yevikeUeL, SnAadn evw umapyxel
v nAn eniboon oto cUvoAo ekmaidevonc umtapyel ptwyn amodwon
0TO o0UVOAO OOKLULWV

e Artaitettol peyaloc aplOpoc dedopevwv

e AgV UTTAPXEL OLLTLOAOYNON TOU HNXAVLIOUOU amodaonc

ZNHOVTLKO VoL TO YVWPLIETE



NEec TexVIkEC =2 Babua pabnon (deep learning)

* Mo vea katnyopia aAyopiBuwv eknaidevonc (aAa kat Sopwv TNA)
ota omola Ypnotpormotovvtal ToAAATAQ oTpwpata (apa Bableg
Sopec > deep).

* KOs otpwpa xpNOLUOTIOLELTAL VLA TN OTASLOKN AvVayvwpeLon oo
artAomnotnMeEVeC OOUEC o oTadLaKA TILO AETTTOUEPELC OOUEC TT.Y. AKLLEC
O€ ELKOVEC HEXPL OTAOLOKA AVTLKELMEVA 1] AAAEC OOUEC OTIWC
VPOLLLOTA KOlL TTPOCWTTAL.

e’ “‘%?o 77

AKX v
WY/
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Xpnoelc Babuac pabnonc (deep learning)

Edappoyec oe 0paon untoAoyiotr} (computer vision), avayvwplon
Aoyou (speech recognition), emeéepyaocio S€SOUEVWV ATTO KOWWVLIKA
diktua (social networks), petadppaoeic (machine translation),
Stadopa nedia BlromAnpodopikng (bioinformatics), oxebraopog
bopUAKWY, AVAAUOoN LATPLKWV ELKOVWV. Kal YEVIKA 0€ EPAPUOYVEC
rniou amatteitatl vPnAn e€edikevon aAAd Ko AmAEC OLadLKAOLEC.



Random Forest

* EmBAEOEVN TEXVLKN
e Xpnolpomotouvtal moAAot taévountec (ensemble learning)

* KaBe taévountnc eival eva devtpo tawvounonc (classification and
regression tree)

e Kata tn dLapkeLla tng ekmaidbevonc «dnuiovpyouvtoy TToAAA TETOLA
devrpa taflvopunong

* TEAKA TO ovuoTtnua Taélvopntwy Oivel we e€odo (amodaon?) Tov LECO
OpOo Ao oAa ta HEvTpa TaElvopnong

* ALopBwWVEL TNV «KAKLA cLVABELO» TWV HEVTPWV TAEWVOUNONC VLA UTIEP-
ekntaibevon (overfitting)



Random Forest Alaypappotika

Random Forest Simplified

Instance
Randum‘FV j \
Tree-n
Class-A Class-B Class-B

| Majority-Voting | ‘

Final-Class

Venkata Jagannath - https://community.tibco.com/wiki/random-forest-template-tibco-spotfirer-wiki-page
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THE LANCET

Artificial neural networks in pathology and medical laboratories

Richard Dybowski, Vanya Gant

Clinical pathology laboratories are busier than ever.
Small pathology laboratories are merging with larger ones,
which concentrates more work of the same repetitive
nature in one place. As in the car industry, laboratory
managers have turned to machines for these repetitive
tasks because it is easier to recover the initally high
capital cost of automation with high turnover. Machines
now handle many types of clinical sample and are almost
invariably linked to inexpensive high-performance
microcomputers; these in turn have so enhanced the
housekeeping aspects of a modern clinical pathology
laboratory that “laboratory life before the computer” is
almost impossible to comprehend.

This integration of the computer

e . Chemical pathology
within pathology laboratories, as i

Many strategies have been developed 10 enable computers
to classify data, the three principal ones being statistics,
machine-learning techniques® (such as decision trees),’
and artificial neural networks,

Some samples that reach the pathology laboratory yield
crisp data (“The serum sodium is . . . or “There is a
meningococcus in this blood culture . . ."); in other
words, single numerical values or descriptors. Such data
can be interpreted as being within a statstically defined
normal range or not, and can be flagged as such by the
simplest of hand-held computers. Other data are more
complex, both in the relations between the features and in

Micrabiology Histopathology

—
data  tracker, and  number . -

cruncher, owes its success to the Numbers

. . ical me it
fact that computers excel in doing (physica Was‘"m;q’

- ! eg, "Serum Na* =
the same job very quickly without

error, often  unsupervised, 24

Numbers; descriptars Complex figures:
(colony counts; identification imprecise linguistic statements
of microorganisns) eg, “The section shows .. ."

g, ">10%E coli per mL"

hours a day. It is easy to see how Figure 1: Spectrum of pathology data as seen by clinicians

this leads to decreased sample

turnaround time, a commodity increasingly demanded by
managers and valued by clinicians. These roles for
computers are perfectly tailored to the repetitive actions
of the computer microprocessor chip; but they are really
doing nothing more than acting as very fast electric filing
cabinets. This article describes how artificial neural
networks can extend the capabilities of computers within
clinical pathology.

Classifying data: when is more than speed
needed?
Programming a comp

their interpretation (ie, assigned class). One example
would be the technical idenrification steps required for,
and the interpretation of, a mixed growth of coliforms
and enterococci in an ileal conduit urine. Even more
complex examples can be found in histopathology and
cytology, where data are almost invariably figurative with
complex correlations between the fearures, and where
reports are almost always in words (figure 1). Here
samples are even more difficult for machines to classify
because analysis is intimately linked to interpretation, and
“hoamtan 270%n subject to  individual

difficult to train a machine

management is straig 'H 6 aT[é -c V es on a cervical cytology
“dumb” role for comy n n fy such features into, for

pathologists and lab
relevant to clinical path

to “moderate” dysplastic
¢ defined quite differently

b .
b ety a0 comp - TLEQLO do ToU Tl i rn

would be advantageou
sample throughput but

ent of normality but also it
sunds of such “normality™
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the ability to classify
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this site relevant?
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Translational Al and Deep Learning in
Diagnostic Pathology

Ahmed Serag, Adrian lon-Margineanu, Hammad Qureshi, Ryan McMillan,
Marie-Judith Saint Martin, Jim Diamond, Paul O’Reilly” and Peter Hamilton ™

Lifa Sciancas FAD Hub, Digital and Computational Pathology, Philps, Belfast, United Kingdom

There has been an exponential growth in the application of Al in health and in pathology.
This is resulting in the innovation of deep learning technologies that are specifically aimed
at cellular imaging and practical applications that could transform diagnostic pathology.
This paper reviews the different approaches to deep learming in pathology, the public
grand challenges that have driven this innovation and a range of emerging applications
in pathology. The translation of Al into clinical practice will require applications to be
embedded seamlessly within digital pathology workflows, driving an integrated approach
to diagnostics and providing pathologists with new tools that accelerate workflow and
improve diagnostic consistency and reduce errors. The clearance of digital pathology for
primary diagnosis in the US by some manufacturers provides the platform on which
to deliver practical Al. Al and computational pathology will continue to mature as
researchers, clinicians, industry, regulatory organizations and patient advocacy groups
work together to innovate and deliver new technologies to health care providers:
technologies which are better, faster, cheaper, more precise, and safe.

Keywords: pathology, digital pathology, artificial intelligence, computational pathology, image analysis, neural
network, deap learning, machine laarning

FIGURE 4 | PD-L1 imaging in lung cancer. Deep learning can be used to
identify and distinguish positive | negative tumor cells and positive | negative
inflammatory cells.
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Translational Al and Deep Learning in
Diagnostic Pathology

Ahmed Serag, Adrian lon-Margineanu, Hammad Qureshi, Ryan McMillan,
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Cytological Images

(step a)

No processing

Segmentation and morphometric feature extraction

Or

Transformation (for example Fourier transform)

Or

Artificial Neural Networks as Decision Support Tools / ' ,
in Cytopathology: Past, Present, and Future / Libertas Academica

Abraham Pouliakis', Efrossyni Karakitsou?, Niki Margari', Panagiotis Bountris®, Maria Haritou?,
John Panayiotides?, Dimitrios Koutsouris® and Petros Karakitsos'

Department of Cytopathology, National and Kapodistrian University of Athens, Medical Schoal, Attikon University Hospital, Athens, Greece.
?2nd Department of Patnology, National and Kapodistrian University of Atnens, Medical School, Attikon University Hospital, Athens, Greece.
3IBiomedical Engineering Laboratory, National Technical University of Athens, Athens, Greece. “Institute of Communication and Computer
Systems, Athens, Greece.

ABSTRACT

OBJECTIVE: This study aims to analyze the role of artificial neural networks (ANNS) in cytopathology. More specifically, it aims to highlight the
importance of employing ANN’s in existing and future applications and in identifying unexplored or poorly explored research topics.

STUDY DESIGN: A systematic search was conducted in scientific databases for articles related to cytopathology and ANNs with respect to anatomical
places of the human body where cytopathology is performed. For cach anatomic system/organ, the major outcomes described in the scientific literature are
presented and the most important aspects are highlighted.

RESULTS: The vast majority of ANN applications are related to cervical cytopathology, specifically for the ANN-based, semiautomated commercial
diagnostic system PAPNET. For cervical cytopathology, there is a plethora of studies relevant to the diagnostic accuracy; in addition, there are also efforts

evaluating cost-cffectiveness and applications on primary, secondary, or hybrid screening. For the rest of the ical sites, such as the

system, thyroid gland, urinary tract, and breast, there are significantly less efforts relevant to the application of ANNs. Additionally, there are still anatomi-
cal systems for which ANNs have never been applied on their cytological material.

CONCLUSIONS: Cytopathology is an ideal discipline to apply ANNs. In general, diagnosis is performed by experts via the light microscope. However,
this approach introduces subjectivity, because this is not a universal and objective measurement process. This has resulted in the existence of a gray zone
between normal and pathological cases. From the analysis of related articles, it is obvious that there is a need to perform more thorough analyses, using
extensive number of cases and particularly for the nonexplored organs. Efforts to apply such systems within the laboratory test environment are required

(step b)

Features or
pixels

(step ¢)

Additional inputs
(clinical/demographic data,
descriptive cytological
characteristics)

Data separation

(step d)

Training

Test Validation

(step ¢)

ANN Training

ANN Testing

ANN Validation

for their future uptake.

KEYWORDS: artificial neural networks, neural networks, artificial intelligence, cytopathology, cytology, review, automation, computer-assisted

diagnosis, decision support

CITATION: Pouliakis et al. Artiicial Neural Networks as Decision Support Tools in
Cytopathology: Past, Present, and Future. Siomedical
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Introduction

Computer science and artificial intelligence have enabled the
development of computer-aided systems to support clinical diag-
nosis or therapeutic and treatment decisions. Many machine
learning methodologies such as neural networks,'” discrimi-

nant analysis, "’ 10,11

classification and regression trees,'*!! genetic
algorithms,'? and recently, deep learning'>!* have been success-
fully used in medicine, whereas other techniques are in the cen-
ter of curtent research studies.

Cytopathology is a relatively new medical discipline,
which in most countries is considered to be a branch of
pathology. In cytopathology, diseases are studied and diag-
nosed at a cellular level (free cells or small tissue fragments
traditionally examined via the microscope). This discipline

was founded by Papanicolaou in 1928% and became popular

when he proposed the worldwide known Pap test. This test
is used as a screening tool for detecting precancerous cervi-
cal lesions and thus preventing cervical cancer (CxCa).1"1#
However, CxCa is not the sole discase that cytopathol-
ogy deals with. Even in its carly days,'"?! cytopathology
was commonly used to investigate thyroid lesions, fluids
in body cavities (peritoneal, pleural, pericardial, and cere-
brospinal), and in almost the total range of body sites. In
addition, cell study is not only used for cancer diagnosis,
but it can also be employed for the diagnosis of infectious
diseases and inflammatory conditions (eg, viruses, fungi,
and bacteria). One of the major advantages of cytopathol-
ogy practice is its noninvasive or minimally invasive nature,
ic, the biological material is cxtracted from the patients in
a painless manner (cg, cells are extracted using a brush,
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Variab Source Description Number of Observations

Artide
Daily number of confirmed P d' : 1 f . Di Usi D L :
cne Daily number of confirme redicting Infectious Disease Using Deep Learning
infectious disease diagnoses
Naver Naver Data Lab Daily Naver search frequency and Blg Data
. . Daily number of Twitter
Twitter Twitter mentions 576 Sangwon Chae, Sungjun Kwon and Donghyun Lee *
T ¢ Average daily temperature for Department of Business Administration, Korea Polytechnic University, 237 Sangidaehak-ro, Siheung-si,
emperature KMA all of South Korea Gyeonggi-do 15073, Korea; chaesw1993@kpu.ac.kr (5.C.); solomonseal@kpu.ackr (S.K.)
L Average daily humidity for all * Correspondence: madeby2@gmail.com; Tel.: +82-031-8041-0761
Humidity
of South Korea check for
Received: 22 June 2018; Accepted: 24 July 2018; Published: 27 July 2018 updates

Abstract: Infectious disease occurs when a person is infected by a pathogen from another person or
an animal. [t is a problem that causes harm at both individual and macro scales. The Korea Center
for Disease Control (KCDC) operates a surveillance system to minimize infectious disease contagions.
’ However, in this system, it is difficult to immediately act against infectious disease because of missing
E l' 00 6 O L OTO T N A and delayed reports. Moreover, infectious disease trends are not known, which means prediction

is not easy. This study predicts infectious diseases by optimizing the parameters of deep learning
algorithms while considering big data including social media data. The performance of the deep
neural network (DNN) and long-short term memory (LSTM) learning models were compared with
the autonegnessi\-’e iutegrated mo\-'ing average (ARIMA) when pnedicting three infectious diseases one
week into the future. The results show that the DNN and LSTM models perform better than ARIMA.
When predicting chickenpox, the top-10 DNN and LSTM models improved average performance
by 24% and 19%, respectively. The DNN model performed stably and the LSTM model was more
accurate when infectious disease was spreading. We believe that this study’s models can help
eliminate reporting delays in existing surveillance systems and, therefore, minimize costs to society.

Keywords: infectious disease prediction; deep neural network; long short-term memory; deep learning;
social media big data
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disease: The road ahead using artificial neural
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Abstract

Climate change has been described to raise outbreaks of water-born infectious diseases
and increases public health concerns. This study aimed at finding out these impacts on chol-
era infections by using Artificial Neural Networks (ANNs) from 2021 to 2050. Daily data for
cholera infection cases in Qom city, which is located in the center of Iran, were analyzed
from 1998 to 2016. To determine the best lag time and combination of inputs, Gamma Test
(GT) was applied. General circulation model outputs were utilized to project future climate
pattern under two scenarios of Representative Concentration Pathway (RCP2.6 and
RCP8.5). Statistical downscaling was done to produce high-resolution synthetic time series
weather dataset. ANNs were applied for simulating the impact of climate change on cholera.
The observed climate variables including maximum and minimum temperatures and precipi-
tation were tagged as predictors in ANNs. Cholera cases were considered as the target out-
come variable. Projected future (2020—2050) climate in previous step was carried out to
assess future cholera incidence. A seasonal trend in cholera infection was seen. Our results
elucidated that the best lag time was 21 days. According to the results of downscaling tool,
future climate in the study area by 2050 will be warmer and wetter. Simulation of cholera
cases indicated that there is a clear trend of increasing cholera cases under the worst sce-
nario (RCP8.5) by the year 2050 and the highest cholera cases observe in warmer months.
The precipitation was recognized as the most effective input variable by sensitivity analysis.
We observed a significant correlation between low precipitation and cholera infection. There
is a strong evidence to show that cholera disease is correlated with environment variables,
as low precipitation and high temperatures in warmer months could provide the swifter bac-
terial replication. These conditions in Iran, especially in the central parts, may raise the chol-
era infection rates. Furthermore, ANNs is an executive tool to simulate the impact of climate
change on cholera to estimate the future trend of cholera incidence for adopting protective
measures in endemic areas.
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Cholera. Dai
lected from the records 0

cholera prevalence

lata from January 1998 to December 2016 were col-
enters for Disease Control and Prevention” at Qom Univer-

sity of Medical Sciences. Systematic cholera surveillance has been started working from 1998
epidemic in Qom, Iran; therefore, there was not available any cholera data for previous year.

The suspected cholera cases were diagnosed by the conventional culture technique and con-

firmed as cholera case-co

Meteorological dat:
nization

unts.

Meteorological data were collected from Iran Meteorological Orga-

r the period of 1976 to 2016. Data were collected regarding daily minimum
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Using artificial intelligence to reduce diagnostic workload without compromising
detection of urinary tract infections.

Burton RJ"-2, Albur M3, Eberl M45, Cuff SM4.

# Author information

Abstract

BACKGROUND: A substantial proportion of mlcroblolo'
urinary tract infections (UTls), yet approxi
reducing the number of query samples to be cultured a
which there are true microbial infections, a significant improvement in efficiency of the service is possible.

METHODOLOGY: Screening process for urine samples prior to culture was modelled in a single clinical microbiology
laboratory covering three hospitals and community services across Bristol and Bath, UK. Retrospective analysis of all
urine microscopy, culture, and sensitivity reports over one year was used to compare two methods of classification: a
heunstlc model usmg a combination of white blood cell count and bacterlal count, and a machlne Ieamlng approach

i mdependent

RESULTS: A total
learning algoyj
classificatio
samples from preg Datients and children (age 11 or younger) require independent evaluation. First the removal of
pregnant patients and children from the classification process was investigated but this diminished the workload
reduction achieved. The optimal solution was found to be three Extreme Gradient Boosting algorithms, trained

independently for the classifigati ients, children, and then all other patients. When combined, this
system granted a relati€¢ workload reduction of 41% apll a sensitivity of 95% for each of the stratified patient groups.
CONCLUSION: Based on the considerable time and cost savings achieved, without compromising the diagnostic
performance, the heuristic model was successfully implemented in routine clinical practice in the diagnostic laboratory

at Severn Pathology, Bristol. Our work shows the potential application of supervised machine learning models in
improving service efficiency at a time when demand often surpasses resources of public healthcare providers.

KEYWORDS: Algorithms; Diagnostic decision making; Laboratory medicine; Machine learning; Urinary tract infection
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